
ARE WE
DOOMING

OURSELVES?
AI

We are constantly seeking to develop AI. It has enamoured
humans since the creation of computers. However, we may be
biting off more than we can chew. How could we know that we
aren't devoloping the technology that will rise up and destroy

humanity.

While currently only used in
clerical settings, AI has the
potential to have a number of
risks to the healthcare system. 

The largest risk is AI learning
more than humans are able to
comprehend, then deciding to
use their knowledge to
eliminate humanity. 

There is currently a lot of
controversy on AI generated
art. it would be a horrible
shame to lose the human
touch that makes art unique.

AI has the potential to enter into
the field of weaponry. this
would be dangerous as it may
learn its incredible power, and
may switch its targets. 
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The Existential Risk
In developing AI to  facilitate our lives, we may

create a competition of resources. "if you're in a
competition with something capable of outfoxing

you at every turn, then you shouldn't expect to win."

How will we handle creating
something that can outsmart us.
Could AI decide that humanity is the
problem that needs to be solved?

There is an ingrained overconfidence
in deep learning development. this
could lead to creating something that
the developers themselves don't
understand. 
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